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A study of semi-blind and blind equalization
systems

L. N. Ribeird?), S. M. Camaré), J. C. M. Motd? and A. L. F. de Almeid&)

Resumo—Este artigo & um estudo introdutorio a algumas The Least-Mean Square (LMSgorithm, for example, min-
técnicas de equalizego. Nos abordamos a écnica da equalizago  jmizes the mean-square error of the estimation error and

semi-cega e comentamos uma introdd@p a tecnica de equalizago \hqates the filter's coefficients, which are updated by the
cega. Nbos analisamos o desempenho dessa&iicas usando os '

algoritmos adaptativos LMS, RLS e CMA. following equation:

Palavras-Chave— equalizaggo semi-cega, equalizép cega,
LMS, RLS, CMA w(n+1) =w(n) + pu(n)e*(n) (1)
Abstract— This article is an introductory study of some

equalization techniques. We approach the technique behinthe ) s the coefficient vector at time, u(n) is the tap-
semi-blind equalization and comment an introduction to the !

blind equalization technique. We analyze the prosecution fo INPUt data vectore(n) is the estimation error angl is the
these techniques using the LMS, RLS and the CMA adaptive Step parameter, which has to obey some conditions in order

algorithms. to make the LMS algorithm converge [4].
Keywords— semi-blind equalization, blind equalization, LMS, Until now, we have obtained the best solution for the
RLS, CMA adaptive equalization problem using the Wiener filters.yThe

use ensemble averages, assuming a wide-sense stationary

enviroment, to perform calculations. However, it is alsapo

sible to model the adaptive equalization problem as a linear
Considering the classical model of a digital communicatiggast-squares problem [4]. Instead of using all realizetiof

system, information transmitted over a channel with memogie operational enviroment, this method usiese-averages

is corrupted by ISI and noise. In order to recover the origingherefore the filter depends on the quantity of samples used.

signal, an equalizer filter is used in the receiver [1]. A recursive algorithm using the least-squares method was
The main objective of the equalizer is to estimate thgevised to minimize the estimation error. This algorithm is

inverse system of the channel and perform the deconvolutigiown asRecursive Least-Squares (RL&hown for its fast
of the transmitted Signal, reducing the interference. Ttien convergence and Computationa| Comp|exity_ [4]

equalizer starts thacquisition modewhere the transmitter

emits training symbols and the receiver recovers a delayed

training symbol version. After the convergence of the adap- [1l. BLIND AND SEMI-BLIND TECHNIQUES

tive algorithm in the acquisition mode to a level of lower

interference, the equalizer switches to the tracking méafe, |n the semi-blind equalization, first of all, the receiver

the symbol estimation error is low. This type of equalizatiogenerates a delayegining symbols(n— L) which represents

is known asadaptive equalizationHowever, if the equalizer the best symbol for recover the emitted symbol. The estamati
can extract the transmitted information from the receivegtror in the acquisition mode is(n) = y(n) — s(n — L),
signal without any training, the procedure is knownbdisd wherey(n) is the equalizer output. Then applying an adaptive
equalization[2], [3] . Intermediately, there is a strategy whergjgorithm, the receiver converges to a lower level of inter-
the training of the equalizer finishes, ignoring if the astfion  ference. In this moment, the actual data transmission begin
mode has finished or not. Consequently, the tracking mogfd now the equalizer switches to thecision directed mode
starts prematurely, being able (or not) to converge at alowg]. The estimation error in this mode &n) = y(n) — 5(n),
level of interference. This process is known semi-blind heres(n) is the last decided symbol. If the signal’s properties

I. INTRODUCTION

equalization change drastically, the equalizer will have to be reiriitizd.
On the other hand, there is a class blind equalization
Il. ADAPTIVE EQUALIZATION TECHNIQUES techniques known aBussgang algorithm$6], [7]. The es-

Equalizers can be modelled as transversal filters that sdlffation error is generated using a memoryless non-linear
adjust their coefficients according to an adaptive algorith systeml'(n) as a reference._Therefore we denlote the error as
e(n) = y(n) —T'(n). Depending on the wa¥/(n) is chosen, a
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Brasil is a constant that depends on the adopted modulation.
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Fig. 1. Learning curve of the LMS and semi-blind LMS equatzeSwitched

Fig. 3.
in n = 100.

Learning curve of the CMA equalizer.

1’ —— faster than LMS, therefore the equalizer can acquire more
- confiability in switching from the acquisition mode to the
S decision directed mode using less symbols. Then we used 20
10° i i T T training symbols in this simulation. The result is depicted
: SR SR BRI i figure (2)

The third experiment, described in the figure (3), is the
simulation of the CMA, a blind equalization algorithm. Irigh
simulation, we used? = 2 for the 4-PAM modulation. Since
it does not require a reference signal, it is more suitabte fo
practical applications.

Squared error

@

V. CONCLUSIONS

The semi-blind equalization technique is a classical proce
dure that has a training mode faster and shorter than the adap
tive equalizer’s. Its convergence and performance priazert
relies mainly on the chosen adaptive algorithm and the gyrant
of training symbols. As we increase the training symbols,
the equalizer gains more confiability. In order to vanish the

V. COMPUTATIONAL EXPERIMENTS necessity of training mode, blind algorithms were devetbpe

We carried out three experiments using linear equalizers Toey do not require a reference signal, but their squarext err
compare the performance of some adaptive algorithms: LM$sually is higher.
RLS and CMA. We also compared the supervised and the
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Fig. 2. Learning curve of the RLS and semi-blind RLS equadiz&witched
in n = 20.

semi-blind equalization techniques using the LMS and the
RLS algorithm. The performance criterion used is the anmgalys [1]
of their learning curve. We transmitted 2000 symbols using
a 4-PAM modulation and the SNR was set to 2B. The
impulse response of the channel is described by the rais&d
cosine defined as
(n—2))]
[4]

2 [1+ cos(
h(n) =< 2 0
{ (5]

where W = 2 is a parameter that controls amplitude
distortion produced by the channel. Both equalizers haviél
M =11 tap-weights.

The first experiment illustrated the learning curves of thgz)
supervised LMS and the semi-blind LMS in figure (1). We
used 50 symbols to train the semi-blind LMS an the step—siz@]
parameter was 0.001.

In the second experiment we compared the supervisdd
RLS and the semi-blind RLS. The RLS algorithm converges

2 n=123 Bl

otherwise
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